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 Dear Editor,

This letter presents a multi-automated guided vehicles (AGV) rout-
ing  planning  method  based  on  deep  reinforcement  learning  (DRL)
and recurrent  neural  network  (RNN),  specifically  utilizing  proximal
policy  optimization  (PPO)  and  long  short-term  memory  (LSTM).
Compared  to  traditional  AGV  pathing  planning  methods  using
genetic  algorithm,  ant  colony  optimization  algorithm,  etc.,  our  pro-
posed method has a higher degree of adaptability to deal with tempo-
rary changes of tasks or sudden failures of AGVs. Furthermore, our
novel routing method, which uses LSTM to take into account tempo-
ral step information, provides a more optimized performance in terms
of  rewards  and  convergence  speed  as  compared  to  existing  PPO-
based routing methods for AGVs.
In  the  highly  competitive  intelligent  manufacturing  industry,  the
AGVs  based  automated  storage  and  retrieval  system  (AS/RS)  has
emerged  as  a  competitive,  efficient  and  reliable  solution [1], [2],  in
which, AGVs are used to execute storage and retrieval missions due
to  their  end-to-end  capabilities,  more  efficient  performance  of  stor-
age and retrieval, reduced errors and labor costs, etc. [3]. Particularly,
in the special period to fight an all-out global battle against COVID-
19, using AGVs instead of people to transport items in semi-enclosed
spaces,  such  as  factories,  workshops  and  warehouses,  means  reduc-
ing the risk of viral infection caused by the transport of freight [4].
Considering  an  AS/RS  can  automatically  complete  storage  and
retrieval tasks with AGVs, the primary and significant problem is to
provide a  route  for  each AGV so that  it  reaches its  target  point  and
does not encounter static obstacles or dynamic conflicts due to other
AGVs.  In  the  meantime,  the  AS/RS stakeholders  anticipate  that  the
related indicators of the method can be optimized.
In response to this problem, there have been a number of studies on
path  planning  for  AGVs  based  AS/RSs.  An  analysis  of  literature
indicates  that  a  number  of  solutions  employ  intelligent  methods  as
the  basis  for  global  path  planning  and  combine  the  time  window
method, game theory and priority setting to avoid obstacles, such as
the  path  planning  method  based  on  Dijkstra  combined  with  the
dynamic priority [5], A* algorithm with the queuing mechanism [6],
ant colony optimization algorithm with the elastic time window [7],
genetic algorithm with the time window [8], ant colony optimization
algorithm with the game theory [9], the hybrid genetic particle swarm
algorithm with the dynamic priority [10], etc. These solutions above,
however, are centralized, in which there is a central processing node
that  takes  into  account  the  position  of  each  AGV in  time,  and  esti-
mates  conflicts  between  multiple  AGVs  following  their  intended

routes[11].  In the other words, if  a sudden change occurs,  such as a
temporary addition of a task or an AGV departing from its intended
path, these centralized solutions may need to reroute all AGVs [12].
Therefore,  several  recent  publications  have  utilized  reinforcement
learning algorithms for AGVs routing planning [13]−[15], in order to
increase the adaptability of pathing planning methods, in which each
AGV acts as an Agent following a unique strategy and searching for
its routes in accordance with the real-time environment of the AS/RS.
Based on our review of the literature on reinforcement learning meth-
ods,  it  can  be  found  that  existing  methods  for  planning  routes  of
AGVs do not take into account the temporal step information. How-
ever, referring to the routing problem in other scenarios, for example,
the  routing  planning  for  unmanned  aerial  vehicles [16] and  the
pathing planning for unmanned vehicles [17], it can be demonstrated
that  information  about  timing  relationships  is  crucial  for  avoiding
conflicts in advance.
Consequently,  in  the  letter,  with  firstly  considering  the  temporal
step information of AGVs for the multiple AGVs routing planning in
the  multi-AGV  based  AS/RS,  we  propose  a  method  of  multi-AGV
routing  planning  based  on  DRL  and  RNN,  specially  utilizing  PPO
and LSTM, in order to emphasize the importance of timing relation-
ships  in  multi-AGV  path  planning,  enhance  the  influence  of  past
actions  on  current  actions,  and  assist  the  AGV in  planning  an  opti-
mal path that is conflict-free as efficiently as possible.
System specification: An AS/RS using AGVs consists  of  several
basic  components,  namely  storage  racks/shelves,  input/output  work
centers, which are areas where AGVs can load and unload items, as
well as charging stations for AGVs, and obstacles such as pillars and
conveyor belts. In order to deliver items, the driving directions of the
AGV include straight, backward, left, right, and wait in place.
As  shown  in Fig.  1,  it  is  an  AS/RS  with  180  shelves,  in  which,
there are 12 rows of shelves and each row contains 15 shelves. Pre-
cisely, 6 shelves (in 3 rows and 2 columns) are in a group, which are
tightly  packed  without  any  gaps  between  them.  There  is  a  one-way
channel  between  different  groups  of  shelves  for  one  AGV  to  pass.
Additionally, at four corners of the AS/RS system, there are multiple
input/output  points,  which  can  be  dynamically  opened  or  closed  in
response to changing business requirements. During the experiments,
we design all four points opening as output points.
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Fig. 1. A multi-AGV based AS/RS.
 
Meanwhile, we describe the process of AGVs executing outbound
tasks. In response to the arrival of a batch of output tasks, following
the scheduling results, one assigned AGV is required to start from its
present  location,  travel  to  the  target  shelf  to  pick  up  the  item,  and
then deliver it to the output work center. The AGV then moves to an
unoccupied location to await its next assignment.
Routing  planning  method: To  complete  the  inbound/outbound
tasks with multiple AGVs, each AGV must have a feasible routing to
avoid  collisions  with  other  AGVs  and  static  obstacles.  A  routing
planning method for AGVs based on DRL and RNN is presented in
this section, in which each Agent simulates an AGV and searches its
path based on the PPO with LSTM network.
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1)  State  design:  According  to  characteristics  of  AGVs  running  in
the AS/RS environment,  it  is  our  designed state  of  the  AGV that  at
the  time ,  the  state  of  the  AGV  includes  four  information,  posi-
tion  information  ( ),  obstacle  information  ( ),  target  dis-
tance information ( ) and AGV spacing information ( ).

in f opPrecisely,  is the information concerning the AGV’s current
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location  and  the  target  location  and  presented  by  the  coordinate
points of two locations, which is normalized to facilitate the AGV to
establish  the  connection  between  the  current  position  and  the  target
position through the neural network.  is the information that is
mainly aimed at the perception of the surrounding environment dur-
ing the AGV’s travel, including the perception of static obstacles and
dynamic obstacles.  It  is  presented by 0  or  1  to  detect  whether  there
are obstacles  at  the positions of  all  the next  possible  actions.  More-
over,  represents the Euclidean distance between the next pos-
sible position of the AGV and the target point.  is the informa-
tion indicating the spacing distance (Euclidean distance) between the
AGV  and  other  AGVs,  which  is  useful  for  preventing  conflicts
between them. Accordingly, the state information of multiple AGVs
is  combined  to  form  joint  state  information  presented  as  (1).
Meanwhile, we normalize and process the data separately due to the
fact  that  the data  returned by the system is  in  a  variety of  measure-
ment formats, and then merge them into time series.
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2) Reward shaping design: The reward function is one of the keys
to reinforcement learning convergence. In our proposed method, we
design  dense  rewards  for  every  action  taken  by  the  AGV.  Specifi-
cally,  the  corresponding  reward  is  determined  by  the  sum of  five
parts as shown in (2).
 

r = rd + rg+ rw+ rt + ro. (2)
rd

rg

rw

rt
rt

ro

To  be  precise,  represents  the  reward  associated  with  reaching
the target point. When executing the outbound task, two target points
appear  sequentially,  including  the  location  of  the  shelf  storing  the
item and the input/output points. If the action can enable the AGV to
reach the target point, the reward value is 5, otherwise it is 0. More-
over,  refers to the reward for making the AGV travel close to the
target  point  as  a  result  of  performing  the  action.  In  this  case,  the
reward  is  valued  at  5.  Conversely,  a  negative  reward  of  −5  is  pro-
vided.  Furthermore,  is  the  waiting  reward  for  making  the  AGV
explore more and reducing unnecessary waiting actions. The value of
the reward is defined as −1 if the action of the AGV is waiting, other-
wise it  is 0. Additionally,  is the step reward of the AGV, and for
every  action  performed by  the  AGV,  a  reward  of  −1  is  returned. 
aims to encourage the AGV to reach the target point in as few steps
as  possible.  Lastly,  is  the  reward  focusing  on  whether  the  AGV
encounters the static or dynamic obstacles. A negative reward of −2
appears  for  the  AGV encountering  obstacles,  which  encourages  the
AGV  to  search  for  a  feasible  path  that  does  not  collide  with  static
obstacles or conflict with dynamic obstacles.
3)  Model  architecture:  Based  on  the  state  design  and  the  reward
definition,  we  explain  how  to  get  the  result  of  actions  possibilities
and the state value using PPO with LSTM.

t,
(st−4, st−3, st−2, st−1)

In our designed model,  generally,  each Agent is  provided with its
own actor network and critic network. The actor network guides the
agent’s  actions.  The  critic  network  evaluates  the  quality  of  the  cur-
rent state and guides the actor network to make appropriate updates.
As shown in Fig. 2, we use a sequence step length of five. That is to
say,  at  the  time  the  original  state  of  one AGV with four  different
information in the four previous moments  and

stits state of the present moment ( ) can be obtained.

st

st

In  particular,  based  on  the  obtained  original  states,  the  actor  net-
work  firstly  classifies  these  states  by  four  types  of  information,  as
position  information,  obstacle  information,  target  distance  informa-
tion and AGV spacing information, which are defined in the subsec-
tion  State  Design.  Additionally,  feature  extraction  is  performed  on
the segmented features,  which are processed through two fully con-
nected  layers  containing  32  and  16  neurons  in  the  hidden  layer,
respectively. Following the extraction of features, they are fused and
recombined into  time series  data,  which is  used as  the  input  for  the
LSTM. Specially, only the last hidden state is selected as the result of
feature extraction, which is as the output of LSTM transmitting to the
fully connected layer network, so that the probability of each action
under the current state  can be calculated separately.  Each AGV’s
action at this time is selected at random from all probable actions it is
likely to take at this time. Meanwhile, the action mask is used to help
the AGV filter out the actions that will conflict with static obstacles
and dynamic obstacles at the state , as well as to enhance the effi-
ciency of the AGV to explore the environment of the AS/RS.

st

In the other side, the structure of critic network is generally similar
to the structure of actor network described above. It is the difference
that after the LSTM outputs the feature structure of the current state
of the AGV, it is calculated that the value of the current state .
Experiments: A series  of  experiments  are  designed and analyzed
for confirming the effect of our work on the method performance.
1)  Experimental  settings:  The  data  from our  experiment  has  been
taken from an actual AGVs-based AS/RS in the Jiangsu province in
China.  We generate outbound tasks by randomly selecting tasks per
week, and simulate a real AGVs based AS/RS environment with 180
shelves as described in the above section. Additionally, two different
numbers of available AGVs (5 AGVs and 10 AGVs) are considered
in  this  environment.  All  available  AGVs  are  randomly  assigned  to
delivery tasks, and the speed of each AGV is set to be 1.0 m/s.
Moreover,  we  choose  a  method [11] as  a  comparison  method,
which is a AGVs pathing planning method using the distributed PPO
algorithm for training, but without LSTM, so that the timing relation-
ships  in  AGVs  path  planning  are  not  concerned.  As  a  compared
method,  we  derived  the  major  idea  of  the  method,  implemented  it,
and applied it to our AS/RS system environment.
Furthermore,  the  maximum  number  of  training  episodes  is  set  at
800 with 50 steps per episode. When either the maximum number of
episodes has been reached, or when the sum of rewards returned by
the episode is stable and reaches 400 in experiments of 5 AGVs and
800 in experiments of 10 AGVs, the algorithm will stop. The related
parameters of the experiments are listed in the Table 1.
 
 

Table 1. Experimental Parameters
Parameter Value

Learning rate 0.0001
Length of timing data for LSTM input 5
The number of LSTM hidden neurons 32
Reward decay 0.99
PPO cutting factor 0.2
The maximum number of steps of AGV 50

 

2)  Experiments  analysis:  AGV  path  planning  methods  are  gener-
ally  evaluated  using  two  types  of  metrics.  The  first  are  metrics
related to the planned routes. During the experiments, we record the
path length, the number of waits, the number of turns, and calculate
the  estimated  delivery  time  of  AGVs  using  the  above  data.  The
results indicate that our proposed method and the comparison method
perform  similarly  in  this  regard.  Other  metrics  are  related  to  algo-
rithm performance  indicators,  such  as  algorithm convergence  speed
and reward value. The following are primarily analyses of these indi-
cators.
For  each  group  experiment  where  different  outbound  tasks  are
assigned  randomly,  we  calculate  separately  the  sum  of  rewards
returned  by  every  action  during  routing  pathing  processes  of  all
AGVs.
Fig. 3(a) is drawn based on the results of the system with 5 AGVs.
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Fig. 2. PPO with LSTM network structure.
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In  this  figure,  the  blue  line  represents  the  average  value  of  all  the
sums of rewards returned in all related experiments of our proposed
method,  as well  as the red line presents the average value of all  the
sums of rewards returned in all related experiments of the compared
method  respectively.  Additionally,  the  blue  shaded  area  behind  the
blue  curve  and  the  red  shaded  area  behind  the  red  curve  show  the
range of  all  values of  the sum of rewards obtained by our proposed
method  and  the  compared  method  respectively.  Similarly, Fig.  3(b)
illustrates  the  results  of  the  system  with  10  AGVs  using  lines  and
shaded areas in a similar manner as Fig. 3(a).

Accordingly,  the  comparison  of  curves  and  shaped  areas  in  two
figures indicates that, generally, the blue curve is higher than the red
curve, and the blue shaded area is above the red shaded area. In other
words,  regardless  of  whether  the  system  consists  of  5  AGVs  or  10
AGVs, the proposed method with PPO and LSTM can achieve better
rewards than the compared method without LSTM.
A  further  concern  is  the  comparison  and  analysis  of  the  conver-
gence  speeds  of  two  methods.  We  record  the  number  of  steps
required for the method to converge in each group experiment where
different outbound tasks are randomly assigned.
In  the  case  of  5  AGVs  in  different  group  experiments, Fig.  4(a)
shows  the  results  of  the  number  of  steps  required  to  reach  conver-
gence for the method. The blue pillars illustrate the average number
of steps required for our proposed method to converge in each group
experiment.  Meanwhile,  the  red  pillars  represent  the  related  results
obtained using the compared method.
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Fig. 4. Experimental results of the number of steps required to reach conver-
gence in experiments with 5 AGVs and 10 AGVs.
 

It can be seen from Fig. 4(a) that every blue pillar is lower than its
related red pillar. At the same time, there appears to be a similar pat-
tern  of  results  observed  in  the  experiments  of  the  system  with  10
AGVs as shown in Fig. 4(b). In light of our experimental results, we
conclude  that  our  proposed  method  converges  significantly  faster
than the compared method due to the fact that our proposed approach
based on PPO-LSTM can improve the training speed.
Conclusions: Considering  the  timing  relationships  among  multi-
ple  AGVs  in  pathing  planning,  we  developed  a  multi-AGV routing
planning method based on PPO and LSTM. Due to the AGV finding
its way as it travels, this method can carry out temporary changes in
tasks or sudden failures of AGVs with a greater degree of adaptabil-
ity.  The  experiments  were  conducted  while  considering  the  AS/RS
with  different  numbers  of  AGVs.  According  to  our  analysis  of  the
experimental  results,  our  work  can  provide  better  rewards  and  con-
vergence speed than existing PPO-based routing method for AGVs.
Future  research  will  focus  on  two  directions.  The  first  step  is  to

continue optimizing the method in order to reduce the computational
time. Further, we devote to improving the method by evaluating the
impact  of  two  dynamic  conflict  avoidance  strategies,  such  as  AGV
waiting and detours, in order to complete path planning by consider-
ing the smooth driving of AGVs as well as the routing time.
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Fig. 3. Experimental  results  of  the  sum of  rewards  in  the  experiments  of  the
system with 5 AGVs and 10 AGVs.
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