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Abstract : Medical imaging techniques are capable of clearly displaying the anatomical structures of patients, assisting doctors in non-
intrusive observation of internal structures and functions. In recent years,image segmentation algorithms based on Convolutional Neural
Networks (CNN) and Transformer have been widely applied in the field of medical image processing. However, the integration of
these two methods is often too simplistic, failing to fully leverage their respective strengths. This paper introduces a novel Parallel Dual
Branch Fusion network ( PDBF) ,which based on the fundamental encoder-decoder architecture ,designs a parallel module composed of
a depth-wise separable convolution branch and a window-based self-attention branch. This dual-branch structure simultaneously extracts
feature information within and between Transformer windows,thereby effectively expanding the receptive field. Moreover, the module
incorporates a cross-branch bidirectional attention fusion mechanism to compensate for the loss of information in channel or spatial di-
mensions caused by weight sharing. Using the Dice Similarity Coefficient ( DSC) and Hausdorff Distance 95 ( HD95) as evaluation
metrics, comparative experimental results on the BCV, ACDC, and a private pancreas tumor dataset demonstrate that the PDBF a-
chieves superior segmentation performance compared to other medical image segmentation networks.

Keywords : medical image segmentation ; CNN ; Transformer ;attention mechanism

0 35

T

B AR HOAR S — P B BT A A T B, JE B 12
WHEESHARE. da R DA ARG B2 Wb 70% ~
80% HCHE B2 MR AR AR NGRS B b, BT 18 W 25K IR
A B ISR ) B AR & U R TR e AR B R AL
37 B AR SRR R I T B A TS e R ) — D
AN Y B AT M RSP XS AFAE 22 5, X T )RR A 1, A

[ E A IS T 45 BT RE R ], B 2 i BLR2 s D). B %
TR T e o R, 2 T R B 5 ) I UG 53 F I 284
— BT LA ORGS0 D B2 2 B B s PR s o kL,
T4 B B8 A A T URSR R fif DR SR 4 4 HH . CNIN ZE BHR 435
SR C 4 Won SR AR, TR 2 R 45 S5 M RE A R
> MG JR AR AIE , 33 ) = 2% R 4 B 2 6 B B, 2015 4R i
Ronneberger™’ A 2 M} 1) U-Net M 45 15 hy 1 24 > 75 [ 2% ]
1G5 RIS B 5 A, B R X FR 09 40 A4 25 - A5 25 25 40, A 3

Wk B 181.2024-12-05 & WS H 11.2025-01-20 & H . FK HARERE ST H (62173232) %0, fEEFE A . RRE, &,2000 4

A BLRSEAE  BFTETT 1 D IR 2 ) BRI ) s EBASL AR ER) , 55,1965 4FA4 b ol , R 5 07 1) g ARGk ol Hlde Al | P45
Sy FhE &, 55,1977 AR WL RIS, TS0 D5 1 0 N TR RE R 22 1R B0 BN R, 55,1995 A A AR Be R Uil 0507 ) S 7 CT/MRI
AN TERE SRR, L0, 1991 44 1, TR B, W58 77 1) AR M 2 2R 50 CT/MRI A T RE.



2968 /N R g

AN R & 2025 4

TERAR R S N A IS S R I e, I A 249 1SBI 3
FEPIRIEG LA 1 4. Han 42 H Y ResU-net f i 5% 22 B bk
BT U-Net BB 1) BT A B FBLEL ZEJIFIE CT EE 431
HIRES T AR S i R R Oktay 25 AW B2 i Y 45 B 1 3 1 1)
( Attentiongate , AG) 1Y attentionU-Net , 18 15 78 X 25 Hhiig A BRik
LTI I B IO 245 A B 5 1 S 4 v 3 I PE . G R A & 1)
4 EA A SRR 35 R PERR A PR R A LA B T
HAEAN BN TG B, 15 BN 462 2/ 1T 3C
YRR

JEAF K | Transformer JEAH7E H 48 B AL FR G R AR T
SRR PERE RS, AL O A T3 33 & R i B LK ST AT =
PR A Z (R DG AT LA T ARSI A T SO RE ). 3X
— 5 PEAd Transformer 76 $f 38 1< 15 25 4K 3 F0 & 2% -G R AE 7
T TR G 4 B 28 45 Transformer 2514 iz 7. B Vaswa-
ni N TVAE 2017 AFHE S, BT HLEE B4 . 2020 4, Doso-
vitskiy %A B TS — AN SE ST [ R HLE A R 4
2% Transformer %! ViT , 3X /& 56—~ F Transformer 344
BRI . 25, Liu 55 AP T [ EZE I HLUH ), L
Z AR gy 2 T 3 L SE T 4% Swin Transform-
er, B T VIT A 03088 K, A 7 B JC 32 4 1 S 8 11 [
1. Mixformer " BB 7 1115 858 B aCab A7 etk i it
BRI O E BN & 55 T 30t 1 254

SR, 5 [ SR G L, B2 RS B 4 38 AR AE R 55
I BEAR B A R IR ROT B8R A A, X R 22 545 Trans-
former (19 B4 W FHHF K T #kdk. — 77 1, Transformer 1Y H ¥
B S804 B i A R RN 2 R K, [#i15
HAR RIS L i 1+ 5 A 55 By 5 73— J5 1, Transformer #i#t
Z BRI L BT B2 AR S, 75 MEAR ST iz 4k
ReideZE. i T se ik L R B, 7E CNN 2244 (4 3Ll A
Transformer [1R-& 4518 1 2 5 2% R 4 B 4T R A e 7 52
PR O R IREPA T AR SR RE. 2021 4F
44 Transformer N T 5 2% B4 3 1 45038 i 45 7Y TransU-
Net! " G 1% 45 BRI T 223 BRI ZR A VIT BORL, 3
LA b A R JZ 4 FUZ 5 Transformer )2 347 7 B2 0k
ATTSEEL T 4 AR Sy B M s (9 42 7. 72 BE 3L b - Trans-
BTS'™ B4 Ab BB = Mk = 2 G Tl 4E D) Fr , SC B 25
IF) 24 13 B4 iF 32 B Hatamizadeh 25 A U270 42 0 7 48 7 %2 3k
FHEE 8 T it e & BUZ 1) UNETR, B 3D B4
1G5 BT 55 BT R — 4 e 5 51 e 50 (14 T [ £, CoTr' ™ 38 i
Transformer ¥ He4wm T a5 1Y T A Wy B LU 38 2 RO B i 42 )
WA, 55 LA BB OCTE TR AR Transformer 15 CNN R 5 1 H
FYRTAT M PESE R 1S Ao fA7 BRL A 45 4ok sl AR 16 S B A9 BIF 9 AH
%R , TransFuse ™) Sy 1 [R] B 44 B4 42 R 47 L 45 405 1 L, 76 4
R XI5 S Transformer H-17HES , $2 8 T 34740 2 45
). 2% JEEIE BB () — B, TransFuse 7E fill-& 43 37 [0 47 1F
IS T S X-Net' ') 7 TransFuse F9 Al ok,
FHW 2% 528 H Al 37 A9 CNN 5 Transformer 4332 [] it 42 U= 58
42 R FFAE. PHTrans 7 4R 88 1 IF47 40 S 45 ), 6 i g 7 2P
PR T HE S R S TS EE ST 43 2 1Y R iB- 4 JRy 36 s . MS-Du-
al " UL 3o P AR A S AT 5 1 540 SRR TRRUBE R B AEAE
HEATENAL, SRAEAT F T B2 R 2 BT 55 1 G ARAE BRI T

CHFAEXT 43 H 25 5 (4 52 0

H a7 _F iR Sk Fristie i CNN 5 Transformer &5 Y W 2%
BT FE A5 R S0 AT LAAy ol 3 25 TR B LA U B 454G
B R 2 K 4 A Transformer /2 . 7E B )2 ¥ 3 F1 5 Trans-
former B2HE LA A CNN 5 Transformer 2H 5t 37 X 43 32 45 4.
iX 3 KA AL RESE 2 & CNN 5 Transformer 457
HIPEEY. AR SCHE RS L4 T — > T B S 53 1 5
1T CNN 5 Transformer X433 fil & 4% ( PDBF) . PDBF 4
T GBI G - AR AR S50 3l A HEAT R R R B AT A B S R
RO 0 HERE S, AL FR s O N RIS B D s B k%
BHY AT SRR EE T 3 A AR 223k B R BAA B AL
AL TR A BRI, PDBF 5 A T 43 32 8] 14 8L Iw] v 2 71 il
. BT LIAMNE CNN il Transformer 432 Frii ok (915 8., 15
2% [ R T8 A4 1 A RE

AT AR EERRIT 1) FF5F & 2 ER 45 7
FEHh T —MHT e 7> HI M 2 PDBF, 347454 T CNN 45 Trans-
former X P FPEFAR (1) 32 HCER 2 07 6, {607 X0 2% 34 ot = 358 400 45
A JR) 1R SO GE— SRR, T B TR A A B Y RATE g
J152) 2 0)  FE A SR BT O A B Al E AL R
FHOF LA R 4E R 0 & 4 A5 B AT A AN 2, M 5 IR R
FERT AR B BRI BT 1 3 R R ) BRI i e = oy ok A BR 5 3)
B (%) PDBF 25 75\ 28008 42 R AL A 1 e i ged 50 5 4 I
B S Ee 25 A O0T B ATk i RS F 5  r 1

1 M2aH

1.1 BFHEZSR

PDBF Z5#4ENE 1 iR, AL S% T 3D U-Net [ 244k
HEZL SR U BISR A0 2% - i0 2 a5 A0 BE 1T, [R) 9 Z B 2% A1 i 7
25 2 B I Bk BR 7 R AT AR IE P 4. A T A B B U-
Net 4% | 7% 307 BE Al A W) — 22 v [ Bl A 38 J) 8 4R iF 0 42 )
FRAE, BRIEAR 1 T — NRRR AT 003 S B A . i
YA ERET B S RAE O A EE A3, 43wl Ak
FUARTRIR B /9 JRy 30 R AiE. Transformer 43 37 % 7 T % 0 WAE
B TSR SR 28 (B St R IS 1 5 B P25 6 5
BT AR IR G T BRI G, 8800 T X & Js FRAE 1 &
A, VA& W A 245 T 55 . RIS 1 BRANAS [R] 4 32 7 28 ] 3l
=R W N S L N 2 s A P I RE =W L S
HL. AR TR] 53 52 22 (B0 1 %o 07 A 3 3 D ML A T30 S8 A
[F 43 32 BYRAIEAR B 300K, 5 BB Rdt td 0 7= 1530 i
NG B R I HLE AT R S A BRI R R/ AR
1E b, R R 0 R B 112 R AEAE N token JF 51 %A
BRI A S R A BE L IT (GPU ) #8 HY 4 ) 1 1
BEZISR. 76 M 45 1) ARSI b, AR SCR I T AR IR E M 4556535
AHEZ M RIRG TN T oRAE R 5 58, T TR FEIRAVE I/ INVRE
TR 7S RS 3 S 10 06 BUE 2 32 08 A3 BER A0 IR
EHRE , T — 25 AL R BT A 15 1 R 75 B 3RATE

PDBF # {4 %] 2% 25 1) th 3 & 45 B B ( Stacked Conv
Module) FIX il & A5 ( BiFusion Module ) 2H . i & 35 FHLA5
NS T P )2 K 1 264 R (Conv Block ) AT SR 4 4
1, W1 AD SR IUENG VR 2 AR AR BT80N B JEARE B KN 3



12

RIRIE S5 TFAT R SR 285 AR B2 PR 1 b i 1o 2969

TFIa S8 OB RS B R 27 1 2 347 W0 30 2 0 il
43¢ (Dual Branch Fusion Block) JF %1 0 i, , 24~ 13 51 vp A0 &
PSR TE] A9 BB B VR I A e, o se it — R B &

Input Image Probability Map

b

-
/

\
i Conv Block |
! (D,H,W,C |
! !
i © onv Block !
! (D/2,H/2,W/2,2C) !
L Stacked Conv Module __/
E——
a 1
Dual Branch Dual Branch
Fusion Block — Fusion Block
(D/4,H/4,W/4,4C) [x2 [ (D/4,H/4,W/4,4C) |x2
Dual Branch Dual Branch
Fusion Block — Fusion Block
(D/8,H/8,W/8,8C) [xn (D/8,H/8,W/8,8C) |x2
Dual Branch Dual Branch

Fusion Block — Fusion Block
(D/16,H/16,W/16,16C)|,.» (D/16,H/16,W/16,16C)|,»
Dual Branch
Fusion Block

(D/32,H/32,W/32,32C) | xp
\ BiFusion Module

lDown-sampling I Up-sampling (©) Concat

¥l 1 PDBF MZ54844
Fig.1 Architecture of PDBF

BRI TR A AR A .. B A PR B (0 TR BUR 2 R SF
XxeR PV ot D H W 45 A PR H i TR |
FIEBE. 7RG 28 oh | i A TG e 200 388 5 v 2 5 TR
e, HCK L T2 S RGE TR C, T 24T o A 2
IROF T SR AE. e B RO B Py 4 75 G 22 00K 4 B AR R SR
P 308 58 2 35 BURE H A5 3 1 2 A B 2 R~ /N
X R TEC 2 S Al R R A AR T 2 ph
FIAT RS 30 7E 27 il He 2 A XL A B, 749 S
4 SRR AIE 1 4 R 36 HEA T R, 285 & B2 K T RAEIS
A R T R S R x e R 9552 fi fth 38 8 43 1) T 24 45
BB 5 R SRR 2 R4 (4 11 28 | RS B 5 %
JELHI S B A T B e R . W IR 02 10 i 1A
Sy IO 2 ) FFAT L3 3 3 B AR Bl 4 45 B e p i A, 44k 5
T35 S %25 1) 2k R 52 R 2 0 1 43 2.
1.2 FENHHEENHER

Sy T SR AT 2 R R IR 4 s OB 94T R4 S R
3 Rl A B 245 VR . B g 2 .
1.2.1 474

T IO 26 70 A AIE 4 TG 8 e 1 1 AL, V22 T 4%
I B T Ak R R E WS B 52 B G AL T 75, B3 P 46 T
LT MOLE 4% 2R 5 5. 2 A T, di s g
F A2 (/I , L RE 85 B R AE , 04 % SR T
CNN H_ 4 Transformer B84 4 38 1 5 25 1) 4 /K dfi o2 &,
A5 BT I 245 7 O BRI 15 2% 5 22 1) ) R A P R e (s
). ARUAE SR N FH , B35 FH Transformer 318 814 T JE K.
DRI , 445 52 B AR RAIE I 4 o A TR BT 11, et 27 1

WHAT 2k BRI B BRVEVE 42 = Transformer 3 50%
FRR AT AR 3 b 12k UG A 4 A2 17 Sl AR AN R 9/ )
TR, ZJE ARG LA A S A RIS RO ik s & 1
5 858 B, BEPLES %7 11 A0 o 4, i B ) B LY sl
FE0 AR Sy ik AR REAS 4 B EE B 0 YRS B 1A
B BT R TE M 2 R ATHES B 6 01 B A EARE T
HWHNGEE MR, X FHTRECRAMER RN

Input Feature
DHeWyCy)

(D HyWy,.Cy/2) (DyHy,W,Ci/2)

Linear DwConv

l 3x3x3

]- —{eAl—

‘Window Attention
3x6%6
SA .
©

Dty WyCy)
B2 JHTRU S A
Fig.2 Parallel dual branch attention fusion block
('dual branch fusion block )

GBI O A EEE IR SR, A SCikit T
— TP IAT I A A B R B T oy e AR SR Ry
#lE I1 Transformer 4337 , 43 5l SR HUR[F 8 O KN T
JR R AR 2 2 2o R AT A, Xt T Transformer 4337, % 4
SAGHE T OB dE T, AT RS 6 E N AR SRR Xt
FURE Ry BB, BTRERE R TR 128 St
S P RFIE R I SR, T DL B SR A 2 S AH 4T
DX 3] P e, AT A AR R B B 1 R] (9 5 8. BRI UL, P A T
LR AT T AT 22 B T 7 R AE AR A ] B Xof
i FRME 2 A A AT LA I T BT A b ¥ A % = 2 R 4
HIE S5 B BELR A MR R A T 54/ BN SUR B AT 5
T AR Ay AR R SRAE R J) . e A, a4y 3 ) Y
FEAERLE , 2% BBAS EANRLERAZ 10 10 RS N5 JR BB ARAE , A
AR T A T 2 R RHAE AR R 7 R IEZ 8. 15 45 Ttk 48
W TN B Ea O 454 /N T S EE.

FEATRUGT ST T Rl B i W 45 AT AR 4, 4330
AL BT H /NI B 15 18 3 2 7 WL R IR B 5 R
VEFEGEEF] 43 B AR 3 R T 3 x3 x3 R/APIBTR
¥, ARG RORE B M 7E )R #f %6 0 Transformer 4332
g ER/IMR IS R B 4R B R AT IR . [ 2 L BCV
BRI, R 3 x6 x 6 [T TR/, i x e R PV Hv-Wvxey
YERIFAT U SR R Tl B i A 38 A e J2 X itk AT
AT M K B SRl D Hy x Wy x 4
BIVE R W 2543 S . WA 43 S v 285 13— b B S



2970 /N R g

AN R & 2025 4

ATPHERL G, B 1533 2RI 2 M4 (FRN) FH4E 78 = 2
PR ETE & WRHERRN. I SR REE R4
SRR 14 R AR F 28 B S i A4 O — 3

FALLALGE R B AR 46 B Vision Transformer, 145 e rf i)
FEAT AR L IFAT R AN RS B AR A Ry 8 % H Transform-
er,PDBF fig@ RN AR O N R DRI G R @ I H 0
B ZE A TR | DT AT /N B TSR A 47l 2 T 4 1 ) AR 3R 35
1.2.2 R&E&E g aks

R AT 43 B A AR i B A8 S AR 4% B 1938 EE HALAE
FATE A PG S IR BURRAE b T AR S EORIT R
[RIEFERAIE T A 2B R S BCRE 7 , (B AR A IR AR 7R 45
JH A RG2S A2 B 1 AR T3 A 18] (Query ) L (Key)
FIME ( Value ) HEZ2 Y Transformer W) % HUAH 52 /%) SR M. &2 i
FEZS (AR L B AT EAE I A6 8B e A R
FUARAE A5, Transformer i i3 Query 1 Key %5 [4 2 [6] 31240
RUREAS BT RE P4, DA ol A5 784 i 4% 7 Ak BT 3867 8 ) o A
=Y R ISRl D S VA Wl = = s w5 21 S TR U N A X 9 R
FIHpOREM B TR IR, BB RPN TR T
23 M YERE FAAH G R TR E B AR R b RHK.

R AR B R S e 2 2 G AR ) e AR PR
il S T AR — R DA A R A B SRR A T R
FACEE. BRI, A SCHE 4o S (R0 0L ) T R T Rl L op i T4
G AERE AT R, ST AT SR B A
FER S IR BT b B XIS 43 3045 A R SRIBUFH PEIRE 7Y
22 AL AL RS . NSRS S & IR EE T 3 i S FRAL S 1Y
FRIE G20 30 T8 1 5 00 (0 I S 4R MR, A S S T RRAE AR DL
R 38 8 A 1A A Transformer 432 AR AN A, IR T 1
BB R L AR EE ). 15 21 Transformer 4332
i LR RIS A 28 () 3 2 T i A, T D ) — B B TR
FEB TR SO A5 DU URAE. (615 13 = 09 & , 7F Transform-
er 43 BT AR TR 1 Query £ 4T Key HiFF i
AR PR 3 — o R P A P T S (R 3R AR R SRR Z A A Ik
F AN JEGE TE ] ) SC I, BRI HOBF Q K 40 B 538 18 v &
WESSGIRTCRN , 248 SCEFRALAE Value J6 15 B iF 473 8 )
il G HRAE.

Input Feature
(DNQHNQW}U CN/2 )

Input Feature
O)N)HN)WNQCPJ2 )

Conv

Ix1x1
D Hi, Wi, 1)

Sigmoid

(a)Channel
Attention(CA)

(b)Space
Attention(SA)

Pl 3 SEETER S H CA FIAs [IVE R J1 B SA
Fig.3 Channel attention & space attention
A% SE 2P R CBAM™Y 5 T3 18 TR b

CA 7S ) E 13 SA WKl 3 FiR.

ST IE R S P CA | 38 i X AGRAE AT 42 R - 1
Ak R E E B 2 [ 5 B S — AR (e bR B A
AN RS R TE R RS A T Nl A R E B
BEIG , RPN B 1 x 1 x 1 #BFZ, HmA#E —1k
( BN) FI3% R ( GELU ) |, LA % A4 75 5 4ol 318 30 3 1) ) A
H IR, 2 R R T8 A AR B . e 2l sigmoid B
PRIBSCTE 38 3 4 BT 1 2R R R AR, AN I TE 4 L — S 0
~1 Z A AALEE A, LA SRAE LA Y B A i B 2k, X o
(R T H SA AR Jeilid — R0 1 x 1 x 1 BRZ i
TTREA IR LE A2 S5 A B 25 TRV RRAE . A e B v 45 A 1Y
TEIERCR AR IR 1, T 5 | SR 10 56 T R A [ 1 28 [R5 B
JEEEAE D B X — A, B R E AR — A
JIT A A A A I B — L, T AR 0 B 1) 2% ) E B . e
2 M A 538 T B S 2R sigmoid JZ X 23 (B FF AT E AT
ARE A s (R R T AL

2 SCIGUIF

2.1 HiE&E

The Multi-Atlas Labeling Beyond the Cranial Vault
(BCV) 1 i [ MICCAI 2015 298 Workshop , FH 78 4% K
22 2290 ( Vanderbilt University Medical Center) $&4it. £ 5
330 (3 CAREIERE CT 99, BE 5 6 85 ~ 198 3K YUI 4 Ak,
YIR R BETE 2. 5mm ~5. 0mm Z [A] {2 K/NA 512 x 512. 4
18 ANYNRFEART 12 AEARE A, H SR E S 13 4
R B B AR, 8 T WP TR T 0 20 #0 M RE X HL A 5 1Y 2 0
AT, oA T 5 HAb Al 37 A7 55 3 1 300 42 51T — BUME
AR AR SO SERE 1) BCV Bt ha B T 8 2851 ( F 3k |
RRE O 22 A ORI BRAR O ) ST

The Automated Cardiac Diagnosis Challenge ( ACDC) ! |
il 2017 4 MICCAIL U E B 32 Wik i FE. iR 42425 100
B O WU 0 A B RS 45 A PR R A5 LA Bk o 1) 22
DZ D P MBI DN F TAR B, 6 ~
21 K0 A 4L, VTR 2 BEFE 5. Omm ~ 10. Omm 2 7] {2 & K
/N 154 x 154 ~428 x 512. 4324 70 A YIZREAS (10 A~ B5iEAE
A 20 MHAFEA 43# B AR B A0 (LV) 470 E (RV)
FLLHL(MYO).

P TR 22 [ BT 4 2L ) R i e 5000 4, 1 0 117 iR s
{1 3D CT Jif& , B 130 ~300 351 A 4l U1 A IR 7E 0. 8mm
~2.0mm Z ] R ZEKI/NH 512 x512. 43K 94 YNt A
23 AR, 4350 AR A I AR 1 e g8 DXk (G4 i R 1 1
SCN S S 1 e Jeg 5 O S 1 ) MCN RS T PR v e )
2.2 iFMrisER

0T A TR 43 E Sk i M Rl R SR T 4 T U
3 FI 25 R 5 o AT GO i B 52 40 I 45 R 2 TR AH B Y
k. XFPAG O A e i F AT B AR L 4. AR S E B
{41 Ff DSC'®’ ( Dice Similarity Coefficient) F1 HD95'* ( Haus-
dorff Distance-95% ) 1 A I 4% 43 %M fE A T4 46 4. X A~
PR AR AS ) 119 # 3 S B T 4350 5t £, DSC GV 1) J2 T
g5 5 BUSTAR A IR PR —0hE | I HDOS W & 7 T4 8 431



12

RIRIE S5 TFAT R SR 285 AR B2 PR 1 b i 1o 2971

FeRm 5 I R 2 ] o 22
2.2.1 DSC
DSC Je: Al i IR S AUE B F b5, SOt 1 30 23 51 45
5 SRS 2 [ AR . DSC T3 i T I 43 %)
A5 3B LA R PR 1 BRI, DSC (BB 1,38 W]
SrRIEE RS FLIR A 10 EE G BB R, BT AR S 00 AR D
R,
HoEg O M T AR X Y.
21XNYI
Xl +1YI

Hrr 1 X1 FIN Y R E G T T & 1 o R AR

Xt F 23 B AR S ET 55 B X B4 40 0 2 501
AT DSC 1T, IF 5T IR R SR 745 DSC 7 Y
T P 246 Ko A5 B0 E F9 43 E  0 A EE of O. %oF F
2550 i, DSC WA R

DSC

DSC = (D)

_ 2 x TP, 2)
2xTP; + FP, + FN,

Horpr [ TP, S IERA TN 200 i 1R R E (FLIER])  FP, Ry
FER TIN5 @ BAR ZBCR (RAE W) | FN, 24 AR 1E 5 B
2 i R R B (B ).
2.2.2 HD95

HD95 J&: i 5 43 H158 B HEaf ML 19 48 A, B e T T 25
R4 S R A R E T . HDOS 26 7 T 43 1 45 5 1) i 31
FLARS N R RIS 14 95 H 430, B4 HI5E BR A #4A |
SEIGHR MR, HDOS {HBA%, ¥ W] 43 FI%e B 5 B 58
1T 25 SN R A R 1

XFF HD95 , 7 LUNF

HD,,(P,G) =max|hdy(P,G) ,hdys (G,P)}  (3)
Horp
hdy; (P,G) =r;133<%rgnéig lp-glt (4)
hdy; (G,P) :r;rleag%rpneig lg-plt (5)
PONTMMR R S AR, G MBI R SIS, | - || 2

P RIS G AR B hdy (P,G) Tl hdys (G, P) 435
SR PRI AR 2 B B AR 3R B B S A 3 B A 3 2 ] P e KB
95 H AL
2.3 WMEKEH
2.3.1 Dice #fi %k F#

Dice #14% BR%L ™ K4 Dice FHUH HE, T X I8 I A - iy
A A B — 52 B MR, 1 3 W] Dice 10145 R BULE 70 B 45 5 opy
X5 /I B bR R A T 1 R B

Dice 2k PRI E SLANTF .
23"
_ D&
DiceLoss(P,G) =1 - = (6)
z P + z i=18i

Horb P OR TR R, G S ELSERI RS  p, T g, 301 DAy T
KIMR P RIESHRSE G s i MERIEUE, N 9 R 1
[Exie
2.3.2 RAFME J K

B8 SURHAST R R T A A A T 1 3R AR 4 A
5 LR IR R oA Z 18] A —EhE B RERS 5 B B R o
R 27 2D AR B 2 A S A 2 S fe 2 ORRUR]

B RRUINVELE.
BE LR PRECR E SCIN

W 2 X (Gloe(p)) (D)

Forr P R TINEE , G A B IIARES , M I GREEAR 1
B, C NINGRBEAS R 28 R, G RS § M REA SR € 2%
T AR BT X3 7 Y one-hot 4 s, p,. Je AR L A 4 H 22 H soft-
max MBS TS B AR A A, BEARER T8 i MR AR
BT C O ERAE.
2.4 TWINERSHIEE

ARSI B4 RTX 3090 GPU #4711 4%, 3£ T Py-
thon3. 8 J% Pytorch ¥R i 2% >J HEAL 52 3W PDBF. 7 Il 25 o B, fiff
FH nnUNet ' G YIZRHE S, R F nnU-Net (4 85 4 S s 647 T
SREEFL RAE WL FE b0 AL C Sy 24, IR BIRR [R] B B
MIFEA TR S B A B I M 23k A ERL BN (3,
6,12,12]. %}F BCV  ACDC FlIFAA JBE IR e $ i 4 | R 7
A AERANE O KN Bl E R ([3,6,6].(2,8,7]F[5,
6,5]. TEVNZEH B, 43 B BCV . ACDC FIFAF 52 A frlr i S 47
SRR T AL BT N A R TR AL 01K o
BN BRI Y Dice #5345 F38 XUmft 2% pR AL

LCE(P7G) ==

3 XINER

3.1 XtLEsxE

A 3CH PDBF 5 H i FU 8 Se dE 09 7 16 04T T LA, X i
H bR 2 228 LR IR G HESR Y B2 2% MR 43 B 2558 2.

1 BCV Kdli # By LR EE 1 R, Hod, Swin-
Unet , TransUNet . LeViT-Unet . MISSFormer . nnFormer , UNETR
1 PHTrans (1953 #1 45 50 51 A B SC, WS k[ 11,13,
17,3134, KAWL 7 B4 R 5 1 A 2% S0k (17 ], i —
##) , Swin-Unet , TransUNet . LeViT-Unet F1 nnFormer #9743 &
ZEJL{E ] T 7E ImageNet | Wil 4k BOACEE ) 44 16 W 4% | T HiAY
K2 75 BCV % £ B MK IHIR YIS,

AR SR 0 N 45 45 PDBF 78 2 TEAEF84R Rk
F IR BT AR R A KT R A R T A R AR R
G355 b ) R FE RA S I PERE U7 ET, PDBF 1E 2 4%
B HF-£2 DSC il HD Wi b B30 T Sl 5= BseR
53910 89.21% (DSC 1T ) F18. 14(HD | ). H2ZRif i e AR A
TEF-¥ DSC _EE i 0.66% ,1F HD9S ERE{K T 0. 54, 3% UEW]
TASCHT ) PDBF W26 75 SUA 7 S 2 BA AL i 1
i, ELZ BENE A5 550kt B 22 | ok B AR A | S5 A8 B A 3 AN
S HVTE S E . 7E &% B 200 1Y M BB X 1L b, PDBF 7E 4 E
(Spl) FIHE ( Gal) 55 G B &% B 19 3 &1 b 38 2 T iR = 1y
Dice ZA¥, UE T I £5 X0 v B T DR R A &) A5 AIE 199 s LA B2 7
71, WA FERHES B /NG B B (Pan) |, PDBF 191
T HA AR JEEL T PDBF XX LA/ HARAY K

1 ACDC Hffa e b 5970 FI145 R A5 2 firzs. Horp Swin-
Unet , TransUNet , LeViT-Unet , MISSFormer ., nnU-Net , PHTrans
HI UNETR 970 5125 R 51 A e 30, W2 2% SCik [ 11,13,
17,30-32,34] B MS-Dual MW HR M E R HAS
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FZCHR[17]. #k— 2510, Swin-Unet , TransUNet , LeViT-Unet #1

nnFormer i Jf] T ¢ ImageNet _E HVIZr YA E W ER LM 45 | i

F 1 BCV Bl HILER

Table 1 Segmentation results on BCV dataset

Methods DSCT (%) HD95 | (mm) Aot(%) Gal(%) Kid(L)(% ) Kid(R)(%) Liv(%) Pan(%) Spl(%) Sto(%)
Swin-Unet # 3! 79.13 21.55 85.47 66.53 83.28 79.61 94.29 56.58 90. 66 76.6
TransUNet # [!] 77.48 31.69 87.23 63.13 81.87 77.02 94.08 55.86 85.08 75.62
LeViT-Unet # (3] 78.53 16. 84 87.33 62.23 84.61 80.25 93.11 59.07 88.86 72.76
MISSFormer!**) 81.96 18.20 86.99 68. 65 85.21 82.00 94.41 65.67 91.92 80. 81
CoTrl ' 86.33 12.63 92.10 81.47 85.33 86.41 96. 87 80.20 92.21 76.08
nnFormer # (33 86.45 14.63 89.06 78.19 87.53 87.09 95.43 81.92 89.84 82.58
nnU-Net!*! 87.75 9.83 92.83 80. 66 84.86 89.78 97.17 82.00 92.39 82.31
UNETR!["?J 79.42 29.27 88.92 69. 80 81.38 79.71 94.28 58.93 86. 14 76.22
Swin-UNETR 1% 85.78 17.75 92.78 76.55 85.25 89.12 96.91 77.22 88.70 79.72
PHTrans! '] 88.55 8.68 92.54 80. 89 85.25 91.30 97.04 83.42 91.20  86.75
PDBF 89.21 8.14 92.79 83.32 87.72 88.74 96. 83 83.61 95.48 85.16

TE A5+ AR M T ImageNet #F17 HUI 45

HA M 25 W 7E ACDC BiRAE L L IF a1 25
HZHAELE [ PDFB 76735 DSC LKA [ fif & 544 1)

SyEIHERR(RV MYO FIl LV) 1 ¥ BUS T 8L A0 4 B2 55, =

F-#4 Dice REGKB) T 91.97% il T FrA XTI, BoR T

%2 ACDC Bt oyl R
Table 2 Segmentation results on ACDC dataset

Methods DSCT (%) RV(%) MYO(%) LV(%)
Swin-Unet * B! 90.00 88.55 85.62 95.83
TransUNet * (1) 89.71 88.86 84.53 95.73
LeViT-Unet * [32] 90.32 89.55 87.64 93.76
MISSFormer!**] 90. 86 89.55 88.04 94,99
nnFormer * [ %) 91.62 90.27 89.23 95.36
nnU-Net 3] 91.36 90. 11 88.75 95.23
UNETR!" 88.61 85.29 86.52 94,02
MS-Dual %] 91. 14 89. 16 89.74 94.51
PHTrans!'”) 91.79 90.13 89.48 95.76
PDBF 91.97 90.21 89.86 95.83

T b7 AL FR A T ImageNet #4725
He e )RnrBIge f. W TRE RGN EES A OE
(RV) AL IL(MYO) , PDBF ) DSC -4 48 #5235l 5 2 T
90.21% F189.86% , 314 Fr A X b 7 ik i) de i . iX #% B PD-
BF BEEAT S5 $8 AN 8 g 2 24T MR it LA .

3 AR MR BRI A5 R

Table 3 Segmentation results on the pancreatic tumor dataset

Methods DSCT (%) HD95 | (mm)
Swin-Unet 67.03 29.68
TransUNet 63.49 35.97
Swin-UNETR 73.18 25.26
CoTr 74.29 16.42
nnU-Net 72.89 31.27
UNETR 71.18 38.51
nnFormer 74.36 15.99
MS-Dual 71.94 28.5
PHTrans 73.22 29.17
PDBF 76.76 13.39

TEFAA IR b i BiE 42 B A4 B 45 RN 3 B, BTl
PRI 24 ER A 1 FH T A
TF 430K ¥ J5 1 , PDBFIDSCIFIN 1545358 776.76%

AR LG T R g A B I AR T A4 i T
PDBF () HD95 PP 8RR ZE 13. 39, 41 Lb oAl [0 25 45 74 e
PR BN R Y 3 FAUA R . R R RNRDE R £
A5 Ap B % B/ N RS E B AR, PDBF 7E 38 74 )= 7 | i &
PRI, 6% T A Mgl B2 AR 120 SR (R A 200 Y, AT 3 o B 2
UG 52 2 H ZFE T S HFHAE.

FEXF LA L 3 ANASRIECHE B2 11 0 30 45 SR % b 2 B, A SO
211y PDBF (645 7T LA -5 HAB E £2 Hh Y Se it Oy ik se 4.
3.2 EEEM

&l 4 Fe/R T 7€ BCV $4E % I, Swin-UNETR , nnFormer ,
PHTrans FIAS SCAT 42 H 1 PDBF W 4% )43 # 45 3 5 TR IR AR 25
P M T AT L. PDBF 78 JB i A IH 28 55 /N 25 B T 19
IR R | R i 1B Ve A 4o 1 N = 1R
EARE .

Ground Truth Swin-UNETR.

-nnFormer PHTrans

PDBF

K4 JET BCV Bl i AL X e

Fig.4 Visual comparison based on BCV dataset

K 5 &R T 1E ACDC %45 %E I+, nnFormer , PHTrans A/l
PDBF /3 HI45 8 5 JF iR AR 25 (19 % He. 38 2o v] 0046 X e AT LA
%t ,PDBF 7ET A 70 #] H A5 (LV RV MYO) R BT H
U B AT DR B e AN ZIE A . U AR I RO
SE A& E 24 19 X 35, PDBF A8 X% B 2077 75 2 435 5 R 45
L.
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6 JE 7~ T 7F g ik i 98 B4 4E I, Swin-UNETR | nnU-
Net ,PHTrans 1 PDBF [1)4) %] 45 5 5 B iR bR 2 19 %) Lk. PDBF
TR 24 F4) 43 51 235 R 0 S O o 0 30T 3L SEERR S o T 8 X ek A 1 )

Ground Truth nnFormer

PHTrans PDBF

K5 2T ACDC Kudla 4R iy nf gL xt Lt
Fig.5 Visual comparison based on ACDC dataset

Ground Truth Swin-UNETR

nnU-Net PHTrans

PDBF

Bl6 TR i ot 4 i ml LA X He

Fig.6 Visual comparison based on the pancreatic tumor dataset

it D

3.3 HEXRE

BT BCV B4R, A SCL) 3D Swin-Unet [ 481y St 2k
W2, EDLIERE 1A SCBE A A T PDBF [ 45 4 s A 2 47
THARSZIS , RAER RN R) A 2 )0 0% I 288 331 1 R ) 5 il

A4S T ARSI E SR S — B AN
JIn#FRKFETT — 20 B R VR B Al - #E 4T, “ + Stacked Conv Mod-
ule” AL P45 13 2l S BRI R A W 1T 46
FHHEFE. “ + BiFusion Module w/o Bidirectional Attention Fu-
sion” M /R ¥ 3D Swin-Unet H* Ji 4 ) Swin Transformer
Block Bt 78 SC BT 4 Hh ) LR G AR e (RN AL 5 IR JE B R
SR O IEAT RS S AR T AN B 4 3 ] R VR T
fil 4. ¢ + Bidirectional Attention Fusion” M| 37K 78 5 — 4 f) 2
fith b, Ak AN N 2 5] FIE I A 43 32 D) 3 T Al A oe
T AA ALY, L S 25 8 R IR S SRR Y
I B R T L FE AR S IR T A ks B 4 R 3R e
77, WeAhf#FH CNN 5 Transformer 43147 X4 32 45 #4 0] LL HL
9 AT 3 Swin Transformer Block 49 73 EI13CR | 4
SZIRI AR B TRl i — A A T RRE S B Rk T
AT AP PERESE T, 5 R 2 M %% 3D Swin-Unet LG, A
AT BY PDBF 76744 DSC F4271 T 5.56% , 7 HD $8¥5
R T 10.5. Z5 AR WA A8 T T AT S5 K 43 32 TRD A 8L
B IRG RBEATRHIE A AE B AR BRGS0

ARG T IFATRU SR ST A A b R el 1 AR
B 1 Z A LRSS, + shifted windows” /R 76 iU 47
WOy %= S A P EmE |, 2% Swin Transformer Block
50 K S B R e 0 AR TE SO B S B H R
AR T ST Y11E 25 K MES o vty s A S M) s Y
B E S ER S SR RE X UL T A SO AT S A T L
AT EMERE FEERS. ZEAM MBI E D IrRER
WM TP S AR AN 4 M B 2 A1 A 5P | A 3¢
PR BB B 1 251

4 PDBF W45 5L T LA 5E
Table 4 Ablation study on the architecture of PDBF

Methods DSC T (% )HD95 | (mm) Aot(% ) Gal(% ) Kid(L)(% ) Kid(R) (% ) Liv(% ) Pan(% ) Spl(% ) Sto(%)
3D Swin-Unet 83.65 18. 64 88.07  73.03 83.26 85.54 94.84  78.18  87.03  79.28
+ Stacked Conv Module 86. 14 16.42 91.83  79.90 86.04 86.97 96.32  76.31  90.54 81.19
rzcﬁ;i ‘i“zwﬁ‘i’i‘l‘lgu:i’g I‘i Bidi- g5 08 11.79 93.5  83.16 86.51 87.89 97.7  83.75  89.35 82.74
+ Bidirectional Attention Fusion  89.21 8.14 92.79 83.32 87.72 88.74 96. 83 83.61 95.48 85.16
+ shifted windows 89.23 8.09 93.23  82.99 86.39 88. 81 97.58  83.74  95.29  85.84

K5 R EBRIEE RO
Table 5 Ablation study on the depth of the BiFusion module

depth heads of Multi-headed
Self-attention

DSC 1 (% )HD95 | (mm) Aot(% ) Gal(% ) Kid(L)(% ) Kid(R)(% ) Liv(% ) Pan(%) Spl(% ) Sto(%)

depth =2[6,12] 88.55 9.59 93.02 80.57 87.79 88.04 97.32 83.71 91.87  86.05
depth =3[3,6,12] 88.68 8.51 92.52 81.86 87.28 88.51 96.06 84.22 92.37  86.63
depth =4[3,6,12,12] 89.21 8.14 92.79 83.32 87.72 88.74 96.83 83.61 95.48  85.16
depth =5[3,6,6,12,12] 87.62 10.59 92.84 79.25 86.17 89.17 96.79 82.33 93.09 81.3

225 BAIE T A [R) KU A5 458 B Y% B X 40 1) 1 e 1 352
“depth” F7R WL A AR ERBE , BN fF AT 43 32 1 2 1l
BB Z %, “heads of Multi-headed Self-attention” 3 715 % Jij

JE XU SR RN B 22 3k A TETE DSk BEA W2 TR
FR3E I, B R AR N A 2. 3 1 N 22 Sk A TE R B
F14 Sk 8 RT DA i RO A7 AL BRAE UL, SRV R 28 T A — )2 R
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23 [, DTS 2R S0 o3 B s | 304 5 A — J= B RS IE B2 HURE
SRR R . PR AR SO 22 Sk A1 R T AL B0 Sk KL

i X 245 Y8 85 Tk 4 . 65 SR SR W | I 25 O 5 R e VR 10 38 B 444
i, A EI P RERE 2 35RO AR TR E N 4 £k B TE
B HAR T H[3,6,12, 12 B4R .

*6  ZkAERSERBN TR
Table 6 Ablation study on the number of heads in the Multi-headed Self-attention

heads of Multi-headed
Self-attention

DSC 1 (% )HD95 | (mm) Aot(% ) Gal(% ) Kid(L)(% ) Kid(R)(% ) Liv(% ) Pan(%) Spl(% ) Sto(%)

[3,6,6,12] 88.82 8.31 92.94
[3,6,12,12] 89.21 8.14 92.79
[3,6,12,24] 88.36 10.74 92.82

83.32

81.39 87.73 90.02 97.31 82.76 95.5 82.88
87.72 88.74 96.83 83.61 95.48 85.16
85.57 88.24 96.98 83.15 92.49  85.25

ARSCTE R A AR R B ) B by i — 25X H TR RI £
3K R RBNC B X A FI A RS2, 3R 6t “heads
of Multi-headed Self-attention” &7 24 Xl G A HLR E H 4 AT
S RIFATRU SRR IR A e h B 23 AR T AN R SR £
XL, MR 6 HSEIZE R, M2k AR LR E (3,6,
12,12 1B 48 HAS T cdy M.

4 & i

ARSCER T R R A RO FR S R O
F1XU53 3CRl-E 4EA4 (PDBF) | JH 7 B2 27 R Y 73 1.l i #S &
SRR AR B AU T A7 507, PDBF RESS A St i e %
3, M TCH A R 3 e 1. 30w B T RlA IG5 T P4~
Or AR IR A2 (W] 4L A AR AE J). 7 BCV ,ACDC HIFA
AREE LA TR S E W], AR SCHR A O AL T A
SeE R TT % AR — Bl JH AR, PDBF A e JBE A R 3% 1.
ARG FARESF , PIAS 73 3R] LRS54 o 36 5 1 45
FAFN Transformer 5TER | Sy N {7 B= 2 RMRAE 55 4l ok T8 i ]
AETE.
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